EUROPEAN COURT OF JUSTICE IN FACEBOOK RULING CLARIFIES INTERPLAY BETWEEN EU COMPETITION LAW AND DATA PROTECTION ENFORCEMENT, REINFORCES A HIGH BAR FOR CERTAIN GDPR LEGAL BASES, AND CHALLENGES RELIANCE ON LEGITIMATE INTERESTS FOR DISCLOSURES TO LAW ENFORCEMENT AUTHORITIES
In Case C-252/21 Meta Platforms Inc. and Ors v Bundeskartellamt, handed down on 4 July 2023, the European Court of Justice (“ECJ”) clarified that an EU Member State competition authority may find a violation of the EU General Data Protection Regulation (“GDPR”), even where a data protection supervisory authority is investigating the same conduct, in the course of investigating an abuse of a dominant position under Article 102 of the Treaty on the Functioning of the European Union (“TFEU”). The Member State competition authority must cooperate closely with the competent EU Member State data protection supervisory authorities and is bound by their prior decisions. The ECJ also provided clarification on several important points of data protection law, including: (i) reinforcing the high bar required for reliance on the GDPR legal bases of consent, contractual necessity or the legitimate interests of the data controller; and (ii) ruling out reliance on the legitimate interests of the data controller for disclosures of personal data to law enforcement agencies for prevention, detection and prosecution of criminal offences.

Key takeaways and practical implications

1. Competition authorities in the EU can assess a breach of EU data protection rules where necessary to determine the existence of an abuse of dominant position. The competition authorities must cooperate with the relevant data protection authorities and are bound by any previous decisions of those authorities in relation to the conduct being examined.

2. Dominance of the service provider in the market, while not determinative, is a circumstance that must be taken into consideration in assessing whether the user of that service has freely given consent under the GDPR. It can create an imbalance between the user and social network provider and can affect whether consent can be withheld or withdrawn without detriment. Although the judgment strictly only opines about providers of social network services, the same reasoning would appear to apply to data processing by providers of other dominant online services.
3. Processing of (non-special category) personal data can be justified on the basis that it is necessary for the performance of a contract only where the processing is ‘objectively indispensable’ for performance of the contract (interpreted strictly). Providing personalised content online, while useful to the user, “does not appear to be necessary” to offer users the services of the online social network as it can be provided to the user in the form of an “equivalent alternative…which does not involve such a personalisation”.

4. In the context of the creation of user profiles for targeted online advertising, a controller cannot rely on the GDPR legal basis that processing is necessary for the purposes of their legitimate interests where the scale and intrusiveness of the processing go beyond a user’s reasonable expectations. Taken together with the high bar required for consent and strict interpretation of contractual necessity, this could create challenges for certain targeted online advertising practices.

5. Controllers cannot (as a matter of principle) rely on their legitimate interests as a GDPR legal basis for disclosure of personal data to law enforcement agencies for the purposes of the prevention, detection and prosecution of criminal offences. This is particularly challenging for disclosures to law enforcement agencies in third countries. The judgment is silent on the possibility of reliance on the data recipient’s (the law enforcement agency’s) legitimate interests or reliance on Article 6(1)(e) GDPR (public interest) – both of which are untested law.

6. As a user’s online activity can involve special category data under the GDPR (relating, e.g., to health or religion), the processing of data regarding this activity (such as website visits) on the basis that it has been manifestly made public requires clear affirmative action indicating intent by the individual to make the data relating to him or her publicly accessible to an unlimited number of persons.

Background to the case

GDPR and data processing

Where caught within its territorial scope, the GDPR sets out certain legal bases that a data controller must rely on when processing personal data. These are outlined in Article 6(1)(a)-(f) GDPR. For example, a data controller may process data in a specific way where a data subject gives their consent for their personal data to be processed in that way.

The GDPR also strictly regulates the processing of particularly sensitive personal data, known as ‘special categories of personal data’, such as a person’s ethnic origin or sexual orientation. As a general rule, the processing of such data is unlawful unless a data controller can rely on limited exceptions, outlined in Article 9(2) GDPR such as the fact that a data subject has made the special category of personal data public.

As a result of wider territorial scope provisions of the GDPR, Facebook is subject to the GDPR in relation to its users within the European Economic Area (“EEA”). The data protection supervisory authority of the Member State in which a controller is deemed to have its main establishment within the EEA leads this enforcement, although there are exceptions.
The German Facebook antitrust case triggering the preliminary questions to the ECJ

In 2019, the German Federal Cartel Office (“FCO”) in a highly publicized decision found that Meta (then known as Facebook) had abused its dominant position in the market for private social networks in Germany, in violation of EU and German antitrust law.

Meta’s advertising-funded services collect large volumes of data from its users and combine these into user profiles for advertising purposes. The FCO found that Meta was exploiting users of the Facebook private social network (“Facebook”) by having them agree to combining their personal data with data that Meta collected through its tracking cookies from other Meta services and third-party websites or apps (“off-Facebook data”). Facebook users had to agree to this combination of data when clicking on the ‘sign up’ button, accepting Facebook’s general terms and privacy policy, in order to gain access to any of Meta’s services.

The FCO determined that Facebook was dominant in the market for private social networks in Germany. The FCO relied on German case law that outlined that it may review terms as potentially abusive where those terms are imposed as a manifestation of market power and infringe a party’s civil or constitutional rights. In application of this precedent, the FCO held that it could determine whether Facebook’s privacy policy (which set out terms regarding users’ fundamental right to privacy) infringed the privacy rights of its users and constituted a manifestation of market power on the part of Meta. In the reasoning of the FCO, data protection compliance was a key element to determining whether Meta abused its dominance under antitrust law by imposing exacting data collection and combination terms.

On that basis, and after liaising closely with the data protection supervisory authority in Germany and the lead data protection supervisory authority in Ireland, the FCO found that Meta was in breach of the GDPR because its collection and combining of user data was not lawful. The FCO found that Meta could not rely on any of the lawful processing grounds under the GDPR for this practice. Users did not validly consent to the collection and combination of their data as they were not given a free choice; among other reasons, users consented to Facebook’s terms and conditions for the sole purpose of concluding the contract and using Facebook’s services (Article 6(1)(a) GDPR). Meta could not claim that such processing was necessary for the performance of the contract of providing private social network services (Article 6(1)(b) GDPR), Meta equally could not rely on the relevant data processing being necessary for the purposes of its legitimate interests (Article 6(1)(f) GDPR). Finally, none of the other grounds under Article 6(1) GDPR applied (such as compliance with legal obligations).

The FCO ordered Meta to implement necessary changes to its data handling procedures and stop the relevant combination of user data unless consent for such combination was freely given.

Meta lost its bid to have the FCO decision stayed in interim relief proceedings litigated to the highest German court, the Federal State Court. Meta also challenged the FCO’s decision on the merits before the Higher Regional Court of Düsseldorf (the “Düsseldorf Court”). Among other things, Meta objected to the FCO’s GDPR infringement determination despite GDPR enforcement being entrusted to data protection supervisory authorities (and specifically, the lead authority in Ireland). Meta also...
contested the FCO’s assessment of Meta’s GDPR compliance, including the validity of alternative legal bases to consent for its processing. The Düsseldorf Court requested a preliminary ruling from the ECJ on these issues, which raised questions regarding the interpretation of the GDPR and the interplay between data protection and antitrust enforcement.

The questions that the Düsseldorf Court asked regarding antitrust were: (i) whether a Member State competition authority, which is not a data protection supervisory authority and which is not located in the Member State where the company has its main establishment, may find a breach of the GDPR when investigating abuses of competition law; and (ii) whether valid consent can be given to a dominant undertaking such as Meta for the processing of data.

The Düsseldorf Court also asked questions of interpretation of the GDPR: (iii) whether Meta’s collection of data from third-party websites relating to sensitive data categories (e.g., regarding health or religion), and including it into a user’s profile constitutes processing of special categories of data within the meaning of Article 9 GDPR; (iv) whether the processing of special categories of data may be justified on the basis that the sensitive data was made manifestly public by the data subject (Article 9(2)(e) GDPR) in circumstances where a user visits or uses a website or app; and (v) whether Meta can justify the collection and processing of off-Facebook data on the ground of necessity of performance of the contract (Article 6(1)(b) GDPR) or the pursuit of legitimate interests (Article 6(1)(f) GDPR).

Findings of the ECJ

1. **Member State competition authorities have the power to review GDPR compliance if necessary to establish abuse, subject to collaborating with relevant data protection supervisory authorities**

   The ECJ recalled that Member State competition authorities must assess, based on all the specific circumstances of the case, whether conduct is abusive or not. To that end, the ECJ held that access to personal data has become a significant parameter of competition between undertakings and is thus relevant for Member State competition authorities to take into consideration when examining a potential abuse of a dominant position. The ECJ concluded that the compliance or non-compliance with the GDPR can be a “vital clue” among the circumstances of the case to establish whether certain conduct is anticompetitive. The ECJ did not go as far as to say that the finding of a GDPR non-compliance can be tantamount to an abuse, or that it is required for a finding of infringement in abuses involving data collection and combination, and does not require Member State competition authorities to consider data protection compliance in developing theories of harm involving personal data.

   The ECJ held that a Member State competition authority can therefore determine whether an undertaking is in breach of the GDPR in the context of establishing an abuse of dominance. However, a Member State competition authority must cooperate with the competent data protection supervisory authorities to ensure the consistency of application of the GDPR. A Member State competition authority cannot depart from a decision by the relevant data protection supervisory authorities although it remains free to draw its own conclusions from the point of view of the application of competition law. If no decision has yet been issued, the Member State competition authority must consult with the relevant data protection supervisory authorities prior to proceeding.
The judgment underscores that, where a Member State competition authority finds non-compliance with GDPR in the process of establishing an abuse, it does not replace the role of the data protection supervisory authorities. The sole purpose of the assessment of compliance with GDPR by a Member State competition authority is to establish an abuse of a dominant position and impose measures to end that abuse. As such, dominant undertakings could find themselves open to separate (parallel) investigations by both Member State competition authorities and data protection supervisory authorities where GDPR compliance could be at the forefront.

2. Whilst a service provider’s dominant position in a market is not determinative in assessing the validity of consent under the GDPR, it is a circumstance that must be taken into consideration, with the onus being on the dominant undertaking to demonstrate that consent was freely given.

The ECJ held that the fact an operator of an online social network holds a dominant position on the social network market does not, as such, prevent its users from validly giving their consent (within the meaning of the GDPR) to the processing of their personal data. However, the ECJ pointed out that “such a circumstance must be taken into consideration in assessing whether the user of that network has validly and, in particular, freely given consent, since that circumstance is liable to affect the freedom of choice of that user, who might be unable to refuse or withdraw consent without detriment.” The ECJ specifically referred to: (i) the consequences of being unable to refuse or withdraw consent without detriment (such as the underlying service no longer being provided); (ii) the importance of considering whether there is a clear imbalance between the data subject and the controller; and (iii) whether the processing does not allow separate consent to be given to different personal data processing operations despite separate consents being appropriate in the circumstances. The ECJ also highlighted the issue of making the performance of a contract, including the provision of a service, conditional on consent to the processing of personal data that is not necessary for the performance of that contract.

3. The processing of a user’s data derived from their actions on third-party websites from which special categories of personal data could be derived can constitute processing of special categories of personal data.

The ECJ found that Meta collects personal data from users’ on- and off-platform website and app visits, and from information they fill in there, and then links that information to users’ social media accounts and uses that information to target advertising. The ECJ concluded that this process could involve “processing of special categories of personal data” within the meaning of Article 9(1) GDPR where the data relates to sites or apps where special category of data could be generated e.g., dating websites where a user visits such a website and fills information on those sites.

4. Clear affirmative action by the data subject is needed in order for an online provider to be able to process online user activity data constituting special category personal data on the basis that it was manifestly made public.

In such cases, the ECJ examined whether the derogation from Art. 9(2)(e) GDPR (allowing the processing of sensitive data that has been manifestly made public by the data subject) could be applicable. The ECJ reasoned that, when a user visits or submits information to third-party websites and apps relating to special categories of
personal data, they do not intend (explicitly and by a clear and affirmative action with full knowledge of the facts) to make public (i.e., accessible to the general public / an unlimited number of persons) the fact that they visited those sites or apps or any personal data revealed by their interaction with those sites or apps. It found that a “mere visit” to such websites or apps by a user does not mean that personal data is manifestly made public by that user within the meaning Article 9(2)(e) GDPR and that such intention cannot be inferred merely by interacting with a website. The ECJ also noted that whether the interactions of a user, such as clicking on integrated buttons (“Like”, “Share”, etc.) or actually entering information, could be justified as the user making public their personal data, must be viewed in light of individual privacy settings.

Where individual privacy settings are available, and the user entered information on the basis of individual privacy settings providing for access of user data to an unlimited number of persons and selected with full knowledge of the facts, those users have clearly made the choice to have the personal data made public. Where individual privacy settings are unavailable, data subjects must have explicitly consented to the personal data being viewed by anyone having access to that website or app. In effect, this calls into question whether it would ever be possible to process special category data gleaned from third-party websites / apps (absent explicit consent), and places severe constraints on a social media network in relation to the processing of special category data on its own website (absent a user’s privacy settings being set to ‘anyone’, or similar).

5. Processing of data can be justified on the basis that it is necessary for the performance of a contract only where the processing is ‘objectively indispensable’ for performance of the contract, which the ECJ suggested was unlikely in the case of offering personalised content on a social network

Article 6(1)(b) GDPR provides that processing of personal data is lawful if it is “necessary for the performance of a contract to which the data subject is party or in order to take steps at the request of the data subject prior to entering into a contract”. The ECJ interprets this basis for processing narrowly. It ruled that the necessity element is fulfilled where it is objectively indispensable for a purpose that is integral to the contractual obligation intended for the data subject. The data controller must therefore be able to demonstrate how the main subject matter of the contract cannot be achieved if the processing in question does not occur and that there are no workable, less intrusive alternatives. Where the contract consists of several separate services or elements of a service that can be performed independently of one another, the necessity requirement should be assessed in the context of each of those services separately.

The ECJ considered whether the provision of personalised content justified the processing of personal data in reliance on the “performance of a contract” basis. It concluded that personalised content “is useful to the user”, but that it “does not appear to be necessary” in order to offer users the services of the online social network. The ECJ added that such personalised content may be provided to the user in the form of an “equivalent alternative…which does not involve such a personalisation, such that the latter is not objectively indispensable for a purpose that is integral to those services.”
The ECJ also considered whether the processing of personal data of services offered by the Meta group’s own services, other than the relevant online social network service, was necessary. The ECJ remarked that the various products and services offered by that group can be used independently of each other and the use of each product or service is based on the conclusion of a separate user agreement. Therefore, the processing of personal data from other services offered by the Meta group, other than the relevant online social network service, did not appear to the ECJ to be necessary for the online social network service to be provided, but this necessity was ultimately for the Düsseldorf Court to determine.

The ECJ’s narrow interpretation of the concept of “contractual necessity” of personalised content follows a long line of authority. First, this interpretation is in line with that the view already adopted by the European Data Protection Board (“EDPB”) in binding decisions 3/2022 and 4/2022 regarding Meta’s legal basis for personalised advertising (an interpretation that Meta is currently challenging before the EU General Court for being overly narrow). The interpretation is also in line with the EDPB’s guidelines on the topic, binding decisions adopted in the context of dispute resolution mechanisms and decisions from EU authorities finding that processing for purposes of personalised advertising to the extent engaged in by some online players is not “objectively necessary” for the purpose of providing online services such as social network services.

6. There are significant restrictions on the use of legitimate interests as a basis for processing user data under the GDPR, which have broad implications beyond social media

The legitimate interest legal basis applies only when processing is clearly communicated to users, is proportionate, and, in any event, not overridden by users’ fundamental rights in the specific case, which the ECJ questioned in the case of Meta.

Article 6(1)(f) GDPR provides that processing of personal data is lawful if it is “necessary for the purposes of the legitimate interests pursued by the controller or by a third party” (subject to some exceptions).

In the case at hand, the legitimate interests pursued by Meta through the data processing were, inter alia: (i) personalised advertising; (ii) ensuring network security; (iii) product improvement; and (iv) disclosures to law enforcement agencies in order to prevent, detect and prosecute criminal offences.

First, with regards to personalised advertising, the ECJ recalled that Recital 47 GDPR provided that the processing of personal data for direct marketing purposes may be regarded as a legitimate interest. However, concerning the balancing test, the ECJ noted that the processing carried out by Meta “is particularly extensive since it relates to potentially unlimited data and has a significant impact on the user, a large part – if not almost all – of whose online activities are monitored by Meta Platforms Ireland, which may give rise to the feeling that his or her private life is being continuously monitored”.

The ECJ also considered whether the processing of personal data of services offered by the Meta group’s own services, other than the relevant online social network service, was necessary. The ECJ remarked that the various products and services offered by that group can be used independently of each other and the use of each product or service is based on the conclusion of a separate user agreement. Therefore, the processing of personal data from other services offered by the Meta group, other than the relevant online social network service, did not appear to the ECJ to be necessary for the online social network service to be provided, but this necessity was ultimately for the Düsseldorf Court to determine.

The ECJ’s narrow interpretation of the concept of “contractual necessity” of personalised content follows a long line of authority. First, this interpretation is in line with that the view already adopted by the European Data Protection Board (“EDPB”) in binding decisions 3/2022 and 4/2022 regarding Meta’s legal basis for personalised advertising (an interpretation that Meta is currently challenging before the EU General Court for being overly narrow). The interpretation is also in line with the EDPB’s guidelines on the topic, binding decisions adopted in the context of dispute resolution mechanisms and decisions from EU authorities finding that processing for purposes of personalised advertising to the extent engaged in by some online players is not “objectively necessary” for the purpose of providing online services such as social network services.

6. There are significant restrictions on the use of legitimate interests as a basis for processing user data under the GDPR, which have broad implications beyond social media

The legitimate interest legal basis applies only when processing is clearly communicated to users, is proportionate, and, in any event, not overridden by users’ fundamental rights in the specific case, which the ECJ questioned in the case of Meta.

Article 6(1)(f) GDPR provides that processing of personal data is lawful if it is “necessary for the purposes of the legitimate interests pursued by the controller or by a third party” (subject to some exceptions).

In the case at hand, the legitimate interests pursued by Meta through the data processing were, inter alia: (i) personalised advertising; (ii) ensuring network security; (iii) product improvement; and (iv) disclosures to law enforcement agencies in order to prevent, detect and prosecute criminal offences.

First, with regards to personalised advertising, the ECJ recalled that Recital 47 GDPR provided that the processing of personal data for direct marketing purposes may be regarded as a legitimate interest. However, concerning the balancing test, the ECJ noted that the processing carried out by Meta “is particularly extensive since it relates to potentially unlimited data and has a significant impact on the user, a large part – if not almost all – of whose online activities are monitored by Meta Platforms Ireland, which may give rise to the feeling that his or her private life is being continuously monitored”.
The ECJ reasoned that, despite the fact that the services of an online social network such as Facebook are free of charge, the user of that network cannot “reasonably expect” that Facebook would process their personal data (without their consent) for the purposes of personalised advertising. In such circumstances, given the large scale and intrusiveness of the processing at hand for users, it must be held that the interests and fundamental rights of the user override the interest of that operator in such personalised advertising. Therefore, the processing cannot be justified on the basis of Article 6(1)(f) GDPR.

Second, regarding the objective of ensuring network security, that objective, as stated in Recital 49 GDPR, constitutes a legitimate interest capable of justifying the processing. However, the ECJ left it to the referring Düsseldorf Court to ascertain whether, and to what extent, the processing of personal data collected from third-party sources is actually necessary to ensure that the internal security of that network is not compromised.

Third, as regards the product improvement objective, the ECJ similarly doubted whether the product improvement objective can override the interests and fundamental rights of the user, given the large scale of the processing and its significant impact on users and, again, given that the user cannot reasonably expect such data to be processed by Meta without the user's consent.

Fourth, in relation to information sharing with law enforcement agencies in order to prevent, detect and prosecute criminal offences, the ECJ held that this objective was not capable (as a matter of principle) of constituting a legitimate interest pursued by the controller, as it is unrelated to the controller's economic and commercial activity. This was not expected, as the 2019 joint letter from the European Data Protection Board and European Data Protection Supervisor to the LiBE Committee, whilst casting doubt on whether certain disclosures of personal data to U.S. law enforcement agencies would be able to rely on the controller's legitimate interests as the lawful basis of processing (due to specific facts relating to the Stored Communications Act and CLOUD Act), did not altogether rule it out as a matter of principle.

This has implications wider than social networks: Many large organisations that are dually regulated by European data protection laws and the laws of third countries mandating disclose personal data to third country law enforcement agencies have historically relied upon their legitimate interest under Article 6(1)(f) GDPR when making such disclosures (given that Article 6(1)(c) – compliance with a legal obligation to which the controller is subject – is strictly limited to EU or Member State legal obligations and not those of a third country).

It remains to be seen whether there is any scope in arguing that the processing is necessary for the legitimate interests of the third party recipient namely the law enforcement agency) under Article 6(1)(f) GDPR, or even whether Article 6(1)(e) (public interest) has a role to play. In both cases, this is untested law.
Takeaways and next steps for the German case

The case is far from settled. Although the ECJ judgment is favourable to the FCO’s position, the Düsseldorf Court will now need to rule on the substance by applying the ECJ’s answers to the facts and also deciding arguments that were not the subject of the preliminary ruling to the ECJ.

While we will have to await the Düsseldorf Court’s decision on the merits of Meta’s appeal, the President of the FCO, Andreas Mundt, has already stated publicly that the FCO will continue to “investigate…and try to limit the collection of data and the merging of data… The judgment will influence the business model of Big Tech. There is a lot of space for further proceedings. Let’s see how we go about that.”

The judgment overall is favourable to competition enforcers seeking to address dominant digital players’ data collection, combination and user profiling practices through competition law, and the outcome will embolden European competition authorities to proceed further down this path.

At the same time, the ECJ’s GDPR findings are not confined to the practices of dominant companies. The ECJ’s judgment signals to online service providers that consent as a basis for data processing must truly be freely given, and that reliance on alternative grounds such as legitimate interest and performance of the contract will not pass muster if the relevant data processing terms merely pay lip service to the processing necessity requirement, or where the fundamental rights and interests of users in their privacy outweigh the interests of the data controller. This approach is not fundamentally new, as it is consistent with that taken by the EDPB and national data protection supervisory authorities.

What is new, with potentially far-reaching consequences, is the finding that, in principle, a controller cannot be considered as having a legitimate interest in disclosing personal data to law enforcement agencies for the prevention, detection and prosecution of criminal offences.

Companies regulated by the GDPR which are impacted by the judgement may need to reconsider their legal basis analysis and review associated records, policies and processes.
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